Within-Object User Intention Prediction Model in Virtual Reality
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Fig. 1. We present a novel Within-Object Intention Prediction model for Bare-hands interactions in VR (eg manipulation tasks). Based
on the (a) users’ skeleton, extracted from the Oculus Quest, and (b) Grasp taxonomies, (c) we analyze and extract 4 key geometrical
features to capture the users’ grasp behaviour. (d) We exploit these features to generate planes, on which the users’ skeleton is
projected. (e) These planes act as Cut Sections over a virtual object of interest, and predict the users’ future contact locations, prior to
performing an interaction. (f) The user interacts with the virtual object at the predicted positions.

Abstract— We present a novel computational model to favour bare-hands interactions with haptic technologies in Virtual Reality
environments. Using grasp taxonomies defined in the literature, we broke down users’ gestures into four key geometrical features
and developed a model which dynamically predicts the users future within-object grasp intentions locations. The model supports
a wide range of grasps including precision and power grasps, pulling or pushing as well as two-handed interactions. Moreover, its
implementation does not require calibration (no parameter, user-independent) nor specific devices such as eye-trackers. We evaluate
the model in a user study involving various shapes, sizes and gestures. The results show our model provides a great accuracy for
predicting the future interaction locations (below 30mm) more than one second prior to interaction. Finally, we propose use-cases for

our model - using redirection techniques or encountered-type of haptic devices.

Index Terms—Virtual Reality, Haptics, Grasp, Bare-Hands Interactions, Intentions, Grasp Location Position, Computational Model

1 INTRODUCTION

In the real world, we perform various and complex grasps and manip-
ulations with one or two hands to interact with objects in our envi-
ronments [8]. These interactions are generally performed bare-hands.
For instance, we can manipulate a teapot through its base or its handle
(eg displacing it) depending on the task. It can also be held so its top
can be taken off (eg opening it). Bare-hands manipulations allow rich
interactions as humans precisely feel tactile and kinesthetic properties
of the real objects.

While researchers in Virtual Reality (VR) often refer to VR inter-
actions as “being natural”, we observe that most of the systems do
not support bare-hand interactions and the real-world variety of ma-
nipulations. Typically, a controller enables the acquisition of a target
by pushing on a button, but does not enable the users to explore or
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manipulate an object with various hand configurations.

The goal of this technology paper is to favour the elaboration of hap-
tic solutions in VR supporting rich bare-hand interactions. We believe
that the future of Haptics in VR relies on the users freedom to manipu-
late - with their bare-hands - any object of interest with no regards to the
scenario’s progress, referred to as non-deterministic scenarios [12,13].
In this direction, recent technologies such as redirection techniques [48]
or robotic graphics [53] let the users unencumbered [70] - free of any
contraption (wearable, controller, exoskeleton) - while they interact
with physical props. While these technologies are promising, providing
the users with the adequate physical prop actually requires their inten-
tions to be predicted. Anticipating these intentions prior to interaction
is crucial for the interfaces to properly overlay physical props over
virtual objects in real-time [57], and for the adequate haptic (tactile and
kinesthetic) feedback to be provided over each hand individual parts
(thumb, fingers, palm).

We present a novel user-intention model to improve unencumbered
bare-hands interactions with haptic feedback in VR. The input of the
model is the users’ real hands (inputs, Figure 1-a,b), captured by an
Oculus Quest; the model provides the users future contact locations
(outputs, Figure 1-e). In contrast with previous user-intention models
[11,12,20], we do not predict which object the user will interact with
(between-objects), but where (within-object). This is essential as there
are multiple ways to grasp and manipulate a single object depending



on the task [8]. Our model thus provides predictions with a finer level
of granularity.

An originality of our model is to take root from grasp taxonomies
[23,29,31,35] and bare-hand interactions from the real world. These
taxonomies depict and describe many hand/fingers configurations for
manipulating objects and provide a great understanding of the human
behaviour. From our analysis, we extracted four geometrical key fea-
tures that contain the necessary information to predict the future user
grasp contact points.

Our user intention model has several properties. It supports a wide
range of grasps, including precision and power grasps, pushing or
pulling as well as two-handed (bi-manual) grasps. It is easy to imple-
ment and fast (works in real-time) as it relies on simple geometrical fea-
tures and does not require calibration (no parameter, user-independent)
nor specific devices such as eye-trackers.

We quantify our model capabilities in a user study involving 135
different grasping configurations (various objects, sizes, performed
manipulations). Our results show our model provides a great accuracy
(below 3cm) more than one second prior the interaction. The user
study also confirmed the benefits of bare-hands interactions in VR as
well as the variety of grasps spontaneously performed when interacting
naturally. These results should encourage the design of novel hap-
tic technologies (e.g. using robotic graphics, redirection techniques)
to support unencumbered bare-hands interactions in VR. The main
contributions of this work are:

* A model predicting the user within-object grasp intention loca-
tions for bare-hands interactions and manipulations in VR and its
evaluation.

* Foundations for the deployment of VR bare-hands experiences
with haptic feedback in non-deterministic scenarios.

2 MoTIVvATIONS & USE-CASES

Our model is motivated by the deployment of unencumbered haptic
technologies, supporting bare-hands experiences in VR. We foresee
use-cases with two main class of systems in these regards:

A) Encountered-Type
Haptic Devices

(B) Shape-Changing Interfaces

Reproduce the objec

. 2.5D Tabletops
On-Demand < ﬁ - )
A | Handheld Y[y
=

© Robotic Assembly
S
Robotic Arm &

(€) Redirecting Techniques <50 Virtual Hand Virtual Hand g & Real Hand

Drone

(=i

Mobile Platform Shape-changing device

Re

~Real Hand

Fig. 2. Different classes of technologies that benefit from our model to
predict future contact locations within objects: Robotic Graphics interface
can (A) Display the chosen object (with Encountered-Type of Haptic
Devices, such as drones [3]; mobile platform [36]; on-demand handheld
[26]; robotic arm [47]) or (B) Reproduce the chosen object (Shape-
Changing interfaces; robotic assembly [78]; 2.5D tabletop [32]). (C)
Redirection techniques can also be applied to redirect the user hand
towards the correct object [48] or can be exploited to resize the grasp [10].

Redirection techniques. Redirection techniques such as ”Haptic
Retargeting” [6] (Figure 2 - C) modify the users’ virtual hand trajectory
and/or grasp size (e.g. [10]) so that the physical hand (or fingers)
meets the physical prop when the virtual hand meets the corresponding
virtual object. In deterministic scenarios, i.e. scenarios where the users
actions are dictated by the scenario, the degree of redirection can be

set offline. However, in more realistic scenarios (non-deterministic
scenarios), the users are free to grasp and manipulate any objects with
no regards to the scenario’s progress. In these scenarios, it is thus
necessary to predict how the user will interact with, to adapt the degree
of redirection accordingly. For instance, late predictions will introduce
a larger amplitude of redirection, which is more likely to break the
illusion and therefore, the immersion.

Robotic Graphics. Robotic Graphics [53] are interfaces encountering
the users locally, with their ”desired object size, shape”. Instead of
modifying the location or size/shape of the virtual hand such as in the
hand redirection, the approach, here, consists of either using a robot to
physically change the location of the physical prop (Figure 2 - A), or to
literally reconfigure itself to reproduce the corresponding object shape
(Figure 2 - B). Similarly to hand redirection, the robot should know in
advance which part of the object and how the user with interact with to
adapt (move, reconfigure) accordingly.

The aim of this paper is to provide foundations for the deployment
of VR bare-hands interactions with haptic feedback in VR, through
a replicable and usable user-intention model. We provide the future
contact location information prior to interaction, and can extract the
haptic properties (e.g. shapes) even when interacting with a complex
shaped object such as a teapot (Figure 3 - A). For instance, Figure 3 - B
illustrates the benefits of our model where a robotic arm anticipates the
future user grasp to move the physical prop accordingly: it therefore
overlays the adequate part of its associated virtual object.
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Fig. 3. A. A user wants to interact with a teapot: a complex shaped object
- primitives are different within the object. Depending on his manipulation,
the user will not interact with the same primitive; it can be single or
two-handed, from the top or from the sides. B. As an example of our
model use-cases, a robotic arm displays the correct object primitive to
represent a teapot in the virtual environment.

3 RELATED WORK
3.1

Bare-hands interactions in Virtual reality have been subject to various
implementations, mostly for target acquisition tasks and selecting the
3D virtual objects (eg Go-Go, World-in-Miniature) [5,9, 55,58, 71].
They however do not depict the complexity of the human grasp nor offer
to exploit the objects’ affordances. Consequently, direct manipulation
[16], ’the ability for a user to control objects in a virtual environment
in a direct and natural way, much as objects are manipulated in the real
world”, is usually unavailable.

Efforts start to be made in this direction. For example, Oculus [2] is
currently proposing avatar hands replicating the users’ ones, but only
two gestures are available for interacting, with basic raycasting and
pinching techniques. Despite the use of their real hands, users still need
to be trained to be able to interact with their environment and cannot
grasp with multiple fingers [39] such as the grasp taxonomies would
suggest it. One main reason is probably the lack of haptic feedback
which is needed for natural grasping movements [63], in particular in
VR as distance and depth perceptions are altered [15,52].

Bare-Hands Interactions in Virtual Reality
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Fig. 4. lllustrations of some definitions from the literature [31]: Virtual Fingers - VFs - are an abstract representation of fingers applying forces in
the same direction and working as a unit. (a) Precision Grasp with Pad Opposition: the hand surfaces are parallel to the palm direction (dotted
arrow). (b) Power Grasp: there is a rigid relationship between the object and the hand. The grasp is performed with a Palm Opposition: the hand
surfaces are perpendicular to the palm (dotted arrow). In both these configurations, the thumb is abducted, e.g. it is opposing the fingertips. (c)
Non-Prehensile Grasp: the whole hand works as a unit, with a single Virtual Finger. (d) The hand is shaped as a "Hook”. The thumb is adducted: its

direction follows the palm one.

3.2 Bare-Hands Interactions with Haptics in Virtual Reality

Haptic technologies for Virtual reality applications have increased
drastically in the last few years, as a substitution for the common
controller, which forces the user to perform a single predefined grasp
type (holding the controller).

Modular hands-free controllers have been proposed to widen the
grasp types [73]. For instance, [66] proposes a controller with a "pop-
up’ prop simulating three different shapes primitives (sphere, cube,
cylinder) within the users’ palm, while [77] renders them using a pin-
based array. In the same regards, wearable technologies or exoskeletons
also provide haptic feedback for manipulation purposes, by constraining
the users’ fingers according to objects’ boundaries [1,4, 18, 19, 30].
These interfaces (exoskeletons, wearables, controllers) aim to let the
user feels what he sees [74], yet discrepancies between the expected
and provided haptic feedback remain. Their use is limited compared
to the real world interaction opportunities and they are opposed to the
postulate that users should be unencumbered in artificial realities [70].

On the opposite, direct manipulation [16] and passive props [42] are
shown to have the potential to haptically enhance the virtual environ-
ments. Physical 3D objects theoretically enable the users to perform
any grasp type from the literature, and even to perform bi-manual inter-
actions. In this direction, Hinckley et al. demonstrated that using 3D
objects and directly manipulating with both hands is an advantage for
learning skills in virtual environments [38].

Enabling the use of real objects in Virtual Reality is therefore promis-
ing, however it requires strategies to map the physical environment.
This mapping can be done “offline” [57], for instance by having the
physical and virtual worlds perfectly matched [60], or in “real-time”.
The real-time strategies refer to our aforementioned use-cases (Section
2): Robotic Graphics interfaces or Redirection techniques. In order
to provide the users with their correct object/primitive, we hence are
required to predict their interactions intentions [12,17,34].

This paper aims at facilitating the extraction of the users’ grasp
intentions to leverage the design of bare-hands interactions in Virtual
Reality, with no contraption, wearable nor controller of any type (unen-
cumbered [70]). We believe anticipating the users behaviour is the key
to providing them with the adequate physical objects/primitives.

3.3 Exploiting User-Intentions

User intentions are generally used in fields such as teleoperation [21,62],
assisted grasping [46,49] or shared interactions with robotic devices [25,
27,28,61,68,72,75,76]. For instance, predicting the next interactions
enables the tele-operated device to react faster and to reduce the latency
during interactions. It thus enables a smoother experience, with less
jerk, saccades or latency from the devices.

In Virtual Reality, user intentions have previously been used to move
users within the virtual scene [51,65] or to provide them with haptic
feedback, anticipating the contact timestamp [14]. User behaviours
are usually anticipated for path-planning [74-76]: knowing the fu-
ture contact point location, users and/or interfaces trajectories can be
planned.

Once an algorithm predicts which object of interest is about to
be interacted with, an interface can then provide an exact physical
mapping of the virtual object [12] or propose to explore an adequate
shape primitive [34]. In these regards, Sparse Haptics [17] coupled
a tangible interface with multiple shape primitives with an eye-hand
coordination model for an exploration/target acquisition task [11]. It
predicts the users intentions in order to redirect them to the correct
object primitive.

Direct manipulation with bare-hands is however a trickier task. First,
the proposed exploration tasks in [17,34] involve a single finger in
a physical 2-Dimensional world. A manipulation task would require
multiple fingers contact points, in a 3-Dimensional physical world, with
potentially multiple various shape primitives or depths.

While the few available models for haptics in VR determine which
object of interest is about to be interacted with (between-objects), a
model for a manipulation task is required to predict a much finer area
of interest, within-object of interest. Compared to Machine Learning
models [67], we propose in this work an computational and analytical
model based on the understanding of the human grasp.

4 UNDERSTANDING GRASP

Feix et al. [31] defined a grasp as “every static hand posture with which
an object can be held securely, irrespective of the hand orientation”. A
manipulation task is the modification of an object position or orienta-
tion, and hence requires a grasp to be performed beforehand.

Grasp is task and object dependent [8, 56] - a bottle will be grasped
differently whether a user want to drink it or to transmit it to someone
else - yet, it still can be discriminated based on hand configurations.

Many grasp taxonomies have been drawn [23, 35, 44, 56], using
object types or sizes. A systematic review of grasp taxonomies was
depicted by Feix et al. in 2016, as the "GRASP Taxonomy”, resulting
in 33 coherent human hand configurations, according to 4 properties:
(1) Virtual fingers, (2) Grasp types, (3) Opposition space, (4) Thumb
position. We will define these properties as a basis to develop a human-
centered model for grasp.

4.1 Virtual Fingers

Iberall defined the Virtual Finger as an abstract representation of a com-
bination of fingers applying forces in the same direction, and working
as a unit [41]. For instance, the Index and Middle finger of the Figure



4-a or the four long fingers of the Figure 4-c constitute a single virtual
finger as they apply forces in the same direction.

Grasps are by essence “’prehensile”, they provide the ability to hold
things, especially by curling around them. All of the Prehensile grasps
count at least two virtual fingers, as fingers do need to be constraining
an object from two directions to perform a “clamping” mechanism and
enable its manipulation. However, Cutkosky defined a non-prehensile
grasp, formed from a single Virtual finger. This grasp hence involves
the whole hand, as a unit, and can be used to perform the translation
of an object for instance, while pushing or pulling on it [24] (Figure
4-c-d).

The virtual fingers are a key in the understanding of human grasp
[7,33,40], as they combine both the hand biomechanics and the inter-
actions hand/objects.

4.2 Grasp Types

Two main types of grasp are currently depicted in the literature.

* Precision Grasp (Figure 4 - a) In a precision grasp, ’the hand is
able to perform intrinsic movements” [23,31, 35,44]. This means
that the manipulation of the object relies on a few phalanges and
the fingers are able to displace an object without involving the arm
or wrist displacement. This type of grasp is usually performed
through the fingertips, and with decreased object sizes [23].

* Power Grasp - (Figure 4 - b) On the opposite, a power grasp is
qualified by ”a rigid relationship between the object and the hand”
[23,31,35,44]. This means that in order to manipulate the object
and modify its position/orientation, the entire hand is involved.
Gestures then result from the wrist or arm displacements. This
type of grasp usually involves the palm, and/or multiple phalanges
from a finger, and increased object sizes [23].

4.3 Opposition Space

The opposition space corresponds to the direction applied between the
hand and the object. There are three types of opposition: pad, palm,
and side. Pad opposition corresponds to a grasp “where hand surfaces
are parallel to the palm” (Figure 4 -a [31], the arrow between the index
and thumb is parallel to the dotted arrow representing the palm); Palm
opposition’s direction is generally perpendicular to the palm (Figure 4 -
b); Side opposition is in a direction transverse to the palm.

4.4 Thumb Position

The last property is the thumb position. It can either be adducted,
following the palm direction (see Figure 4-c-d), or abducted, able to
oppose the fingertips (see Figure 4-a-b). An adducted position will
for instance allow for a ”hook” posture [44] (Figure 4 - d). All of the
pad opposition grasps require the thumb to be abducted, to be able to
perform the “pinching” of the objects when manipulating them.

Taxonomies then exploit the Virtual Fingers numbers, opposition
types and thumb positions to determine the type of grasp a user is
performing [31].

4.5 Current uses of Taxonomies

Understanding human prehension and grasp behaviours is currently
being used in multiple fields: avatar designs, dexterous robots, pros-
thetic hands. Many datasets have extracted human grasps to feed avatar
simulations [22, 64], so they would replicate real human behaviours;
or robot control [45,54], for instance for teleoperation purposes. They
help to choose how to efficiently manipulate objects, based on their
topology. Indeed, an object can communicate multiple ways to be
manipulated through its affordances (its geometry) and can be manip-
ulated differently depending on the user’s intended task. This can be
illustrated with the teapot, whether a user wants to fill it with water,
serve a cup of tea, or put it back in the cupboard. Objects with simpler
geometries can also be used in this example: an apple will be held
differently whether it is to be eaten or given to someone else [8, 64].

5 FEATURE EXTRACTION

From our previous “Understanding Grasp” section (Section 4), we
define 4 geometrical key features from the hand.

We define Pr, P;, Pp, as the respective 3D positions of the thumb tip,
index tip and palm center.

5.1 Feature 1: Opposition Vector - (Figure 5 - a)

The index and thumb often are to be considered in a grasp: they usually
form two of the ”Virtual Fingers” composing a grasp; their orientation
inform us of the ”Opposition space”. It was demonstrated that the
formation of the finger grip occurs during the hand transportation in
natural prehension movements [43].

Consequently, we define a vector, called the ”Opposition Vector”,
between these two finger pads (L is its norm).

oot — PP
Opp=PrF

——
L={|Oppl|

5.2 Feature 2: Thumb, Index and Palm directions (Figure 5
- b)

The angle from the thumb and palm directions can suggest some types
of grasps and manipulations (for instance, pushing or pulling with a
whole hand). For instance, if the palm and thumb direction are similar,
but opposed to the index direction, we can suggest that a ’hook™ grasp
is likely to be performed (Figure 4 - d).

Similarly, if the global hand only possesses a single Virtual Finger
(same shared directions for these three hand parts), this suggests that
either the user will push/pull the object, or that both hands are going to
be used for manipulation, so the object is securely held.

Opposition Thumb \Index , Palm

~
N

Grasp & Projections Depth & Grasp Aperture

Yy A

Fig. 5. Features extracted from users’ hands: (a) The "opposition vector”:
It links the thumb pad to the index one. (b) The thumb, index, and palm
directions: we here can note the palm and thumb are following the same
directions, with a small angle separating them, while the thumb and index
directions are perpendicular. (c) We extract the palm orientation and
project it over the coordinate system to define the Grasp direction. Here,
the upward component is significantly smaller than the other ones: the
grasp will be performed from the sides. (d) The "depth” and "grasp aper-
ture” distances. We depict the grasp aperture L, being the "opposition
vector” norm, and the grasp depth I, being the distance between the
grasp aperture midpoint and the palm center.
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Fig. 6. (a) Plane Generation: The Cut sections (1,2,3) lengths are an extension of the Grasp Aperture L. They are parallel to it. (b) Plane Positions:
They are located from the Grasp aperture mid-point’s closest point over the object of interest (pink sphere) and spread over a Grasp Depth length .
(c) Hand Projections: Each plane cuts the object of interest. The hand phalanges are projected onto each of them (1, 2, 3). The spheres represent
the hand projections: they are the hand phalanges projections on the cut sections. Predictions: The hand projections are projected onto the

intersection between the Object of interest and the Cut Sections.

5.3 Feature 3: Grasp Direction (Figure 5 - c¢)

We also need a feature to define whether a grasp is performed from the
top or the side of an object. This decision is often made very soon in
the gesture leading to the grasp [43]. We define the grasp direction as
the palm center’s trajectory " :

Grasp = Pp;_1Pp;

5.4 Feature 4: Grasp Depth (Figure 5 - d)

Geometrically, a grasp always occur within the volume defined between
the Opposition vector and the palm. Even if a hand were to be non-
folded (e.g. non-prehensile grasp), this theory remains valid as the
contact would be colinear to the Opposition vector.

Also, as the grasp aperture and finger grip are formed during the
movement [43], we deducted that the object ”in-depth” contact point
should be extracted at an early stage of the grasp. We thus introduce
the grasp depth 7):

T =P,p,

where P, is the midpoint of the grasp aperture:

_Pr+p
" 2
6 MODEL IMPLEMENTATION
‘We now present our computational model, which predicts the future
contact points within the virtual object of interest. It relies on the four

mathematical features elaborated from grasp taxonomies. The general
approach is summarized in the illustrated pipeline Figure 1.

6.1 General approach

Our previous features are hand geometry-based. We hence decided to
explore this perspective more thoroughly, and to create a geometric
tool to leverage their use. We decided to create planes, acting as cut
sections over the objects of interest.

6.2 Inputs

The inputs are 3D representations (positions and orientations) of the
hand palm, index, thumb; and the object of interest OOI. We use the
Oculus Quest hands to extract the users whole hands.

6.3 Plane Generation

We first define Cppy as the Closest point from the Object of interest
(0O0]) to the grasp aperture midpoint P, (see Section 5.4).

It represents the time

6.3.1

To define the cut sections global orientation, we extract the palm di-
rection. We project it over the XYZ coordinate system, and find its
greatest component (over X, Y, or Z) (see Figure 5 - c, Figure 7) (see
Algorithm 1).

This defines whether the plane generation should be horizontal or
vertical. This gives us our first plane directing vector.

The cut sections are then rotated to be colinear to the Opposition
vector (see Figure 7), which is the plane second directing vector (see
Figure 5 - a). The plane normal 7 is therefore defined by the cross
product of these two directing vectors.

When the palm information is not available to extract, for instance
if only two trackers (on the thumb and index) are being used in a VR
environment, we can trade the palm orientation for the following:

Orienting the Planes

Palm ~ PrP; A @

where @ is the index” local Z vector (see Figure 7 - ¢).

Fig. 7. The same Opposition Vector is involved in these two gestures.
The Palm direction is here projected over the XYZ coordinate system,
and their respective component are displayed according to Unity coloring
system (X =red, Y = green, Z = blue). The planes are parallel to the
Opposition Vector (displayed in white). (a) The Y component is greater
than the other ones, the grasp will be performed from the top. (b) The
X component is greater than the other two: the grasp will be performed
from the X side. The planes are cutting the object along this direction.
(c) The index local referential and the opposition vector (white).

6.3.2 Positioning the Planes

The first plane’s origin is located at Cppy (pink sphere in Figure 6). We
spread two other planes over the Grasp Depth length / (total number
of planes k = 3). Cpopy is defined to be dependent on the Object of
interest’s closest point from P,. To keep the “depth” property even



Algorithm 1 Orienting the Cut Sections; The inputs are the palm
direction Palm and the opposition vector Opp. We define the cut
sections normal vector 7.

1: procedure ORIENTATION PLANE (Palm,Opp) > Defining two
non colinear directing vectors and the plane normal 7.

if pro jyPalm > pro jx ,Palm then

L dl (0,0, 1)
else
L dl +(0,1,0)
end if
DT — 2 ANOpp
: end procedure

> Plane is Horizontal

> Plane is Vertical

> Plane normal

L AR ANl

when the user’s hands are getting closer to the object, we inverse the
direction of the spread in this configuration (see Algorithm 2).

We define the plane i position Py,y,; in Algorithm 2. The cut sections
lengths (in their virtual representation) are an extension of the grasp
aperture.

Algorithm 2 Positioning the Cut Section i among the k ones. The
inputs are: P,,, midpoint of the grasp aperture; 7> grasp depth (norm =
1); Cooy the closest point from the Object of interest to By,.

1: procedure POSITION PLANE i, (7, Coor, k, Pn)
2: if B, —Cpo; > then
3: > Predict within the object’s depth

—
Potanei < Coor — I * (kil)

4.
5: else > Keep the Depth Predictions when Grasping
Pplane,[ + Coor + _l> * ﬁ

6

7 end if

8:

9: return Ppjgp, i > Position of the Plane #i

10: end procedure

6.4 Projection of the Hand onto the Cut Sections

Once the planes are oriented and positioned correctly, we project the
hand phalanges onto each of them (see Figure 6 - ¢). We define this
projection as Proji phalanx-

We also project them at the intersection between the object of interest
and the cut sections Projoor k,phalanx-

6.5 Output: Predictions of Future Contact Points

We compare the distances from each phalanx projection among the
three planes (see Figure 6 - c¢). For each cut section k, we compare
the distances between Pro ji ppatanx @nd Projoor k,phalanx- The final
phalanx prediction is Pro jooy k,phatanx With the smallest distance. This
projection gives the position of the future contact points. We can also
extract its local shape, and its different substance-related properties
[50].

7 MoODEL PROPERTIES

This model shows multiple benefits. First, it is user-independent. In-
deed, the hand geometry and its dynamism while grasping does not
change among users. This is a direct consequence of using taxonomies:
it is adapted to any grasp and any user. Second, it can be used as a
real-time model for predicting grasp intentions locations in VR. Third,
it is adapted for both hands, and for bi-manual interactions. Fourth, as
the contact point is predicted, the zone of interest shape can also be
deducted quite easily by extracting the future contact point primitive.
This provides the haptic solution with a physical future contact
location and the associated local haptic properties of the virtual object.
We will evaluate our model accuracy prior to contact in the next
section. Note that the model does not predict the number of future

contact points: if a contact is to occur, the model predicts its future
absolute position. The model does not discriminate the grasp type to
analyse the number of future contact points.

8 EVALUATION

We conducted a user study to test the capacity of our model to ac-
curately predict the user’s grasp positions when performing different
manipulations (e.g. hold, push, pull) on various objects (e.g. cube,
cylinder). More precisely, we estimate the distance between the actual
and predicted touch contacts at different times prior to the interactions.

8.1 Participants and Apparatus
8.1.1 Participants

We recruited 7 participants from our acquaintances and laboratory (3
female), aged from 25 to 37 (mean = 30, std = 4). Five users were
familiar with VR technologies, 2 of them were experiencing VR for
the first time, and none of the users had ever used a head-mounted
display (HMD) without controllers. No rewards were attributed to the
participants. All the users were right-handed.

8.1.2 Apparatus

The participants wore an Oculus Quest HMD without any supplemen-
tary sensors, controllers nor wearable devices. They adjusted their
HMD to their convenience, and remained in a standing position during
the whole experiment.

The 3D scene was designed on Unity3D, and compiled as an Android
application. The scene contained the avatar hands (e.g. Figure 8)
available on the Oculus Quest as well as the virtual object to manipulate
(white) and its target location (red) as shown on Figure 9. Walls were
surrounding the scene, and users were standing in front of a virtual
table. The virtual objects were not subject to Unity3D’s physics engine
(gravity) and were attached to the hands?> when a collision occurred, to
move accordingly with them.

Fig. 8. Hand Representations: (a) Virtual hand, with associated Pha-
langes (in green); (b) Real hand during the game: the user does not
wear any tracker nor holds a controller.

8.2 Method
8.2.1 Conditions

We controlled two factors related to the objects (SIZE and SHAPE) as
well as one factor related to the task MANIPULATION, as the nature of
the grasp is object/task-dependent.

The three object SIZES were Scm, 10cm and 25c¢m. These sizes were
chosen to be relatively small, medium or large compared to an average
hand size (=~ 18cm).

We considered nine object SHAPES. Two shapes were simple: Cube
and Cylinder (Figure 9 - a,b). Seven shapes, corresponding to the seven
first digits, were more complex {0, 1, 2, 3, 4, 5, 6}. The complex shape
objects are combinations of simple primitives with different radii, or
sharp/round angles. They offer more grasp opportunities. For instance,
the digit 1 can be grasped by its rectangle base or its cylinder trunk or
from its spherical top (see Figure 9).

Finally, we considered five MANIPULATIONS — “Hold, Pull, Push,
Raise and Push down” — (Figure 9) involving different grasp types,
opposition space and thumb position (see Section 4), and representing
the common real world day-to-day manipulations.

2More specifically, the objects were attached to P, to enable a smooth
manipulation.



8.2.2 Task

The instruction was displayed on the virtual wall and indicated the
manipulation to perform (e.g. hold, push) to place the white object into
the red target location (see Figure 9). Once the object was positioned
in the target location, this latter became green.

As we are interested in the grasp intentions prior to contact, the
virtual objects disappeared 3 seconds once the grasp was performed
(ie when a contact between the object and any hand phalanx was main-
tained) - even if the user was not finished moving it to accomplish the
given MANIPULATION.

Fig. 9. The task consists of placing the white virtual object with various
shape and size into the red phantom target location with a given ma-
nipulation (e.g. hold, push, pull): (a) Medium Cylinder to be pulled; (b)
Small Cube to be raised; (c) Medium 0 to be pulled; (d) Small 1 to be
pushed down; (e) Large 2 to be raised; (f) Small 3 to be simply touched;
(g) Medium 4 to be pushed down; (h) Large 5 to be pushed; (i) Small 6
to be pulled.

8.2.3 Procedure

Participants were first asked to fill in a consent form, validated by the
university Ethics Committee (CER 2020-60). They were informed
about the experience, its goal and duration.

During the experiment, they were also asked to interact as naturally
as possible. In particular, they were free to use one or two hands and
the desired number of fingers. The participants HMD view was cast
over the experimenter’s phone, for her to overview the experiment’s
progress and ensure the task was well understood. The duration of the
experiment was approximately 20 minutes per participant (mean = 21,
std = 1.2mn). No participant felt any discomfort during the experiment.

8.2.4 Design

We used a within-participant design. Each participant tested the 135
conditions, corresponding to 5 MANIPULATION X 9 SHAPE X 3 SIZE
in a random order. The total number of trials is 7 participants x 135
conditions = 945 trials.

114 mm

96 mm

ediction de tt=15s<4cm

76 mm

Fig. 10. Right Index and Thumb Prediction and Real Phalanges distances
to the contact point (in mm). The predictions remain in the contact point
vicinity. Intervals show 95-CI. Real phalanges distances and predictions
distances intersect only 200ms prior to contact.

8.2.5 Measures

We collected each of Oculus avatar hands’ phalanges name, position,
orientation and created their associated colliders® (see Figure 8). The
position and orientation of the Oculus Quest HMD was also recorded.
We recorded each configuration number, and each objects’ of interest
position and orientation. We collected all the data at 60 fps.

8.3 Results

Reach-to-Grasp Duration. When a reach-to-grasp duration was above
4s, either the tracking was lost and the user had to wait to get their
virtual hands back, or the users were exploring the environment. In
the following results, we hence summarize the data over a 4s scale and
truncate above it. More than 80% of the grasps were performed under
4s (mean = 3.2s, std = 1.6s).

Analysis Procedure. When a contact occurred between the virtual
hands and the virtual objects, we recorded it as the contact point, at
to. We then analysed the distance between this contact point and (a)
the mean prediction position and (b) the real phalanx position, from
t = —4s up to g, over all users and configurations. We first cleaned our
data from the lost tracking, and verified that the grasps were maintained
for at least 5 frames. This resulted in a total of 934 grasps to analyse.

mean (std) Predictions Real Positions

All Hand
Phalanges

All Hands
Phalanges

R-Index +
R-Thumb

R-Index +

inmm R-Thumb

R-Index R-Thumb R-Index | R-Thumb

t=0 3720 | 26(32) | 26(26) | 26(8) 0(0) 0(0) 0(0) 0(0)

t=025s | 87(38) | 6.4(53) | 59(.1) | 61(51) | 10529 | 10.1(4.9) | 86(38) | 9.4(43)
t=05s |17.0(10.3) | 11.2(7.4) | 9.7(6.5) | 10.5(6.8) | 20.8(12.0) | 20.6(8.8) | 17.7(7.8) | 19.1(8.2)
t=1.0s [30.2(159) | 21.0(9.4) | 17.7(9.0) | 19.3(9.0) | 41.6(21.3) | 4.7 (17.6) | 38.9 (14.9) | 41.8 (15.8)
t=20s |47.6(18.2) | 35.6(105) | 31.2(10.9) | 33.7 (10.5) | 71.2 (27.5) | 81.3 (28.1) | 70.6 (24.5) | 76.0 (25.7)
t=30s |57.7(17.8) | 44.3(11.6) | 41.7(10.4) | 43.0 (10.2) | 89.4 (28.6) [102.4 (31.7)| 90.0 (25.9) | 96.2 (28.3)

t=4.0s | 64.3(16.0) | 49.8(10.8) | 47.8(7.8) | 48.8(8.2) [101.2(26.0)|121.8 (36.8)|106.6 (27.0)| 114.2 (31.3)

Table 1. Distances from the predictions to the contact point VS Real
phalanx distances to the contact point. The index/thumb data belong
to the users right hands (all users were right-handed). As a side note,
the sample sizes can be different: the thumb and index pads are not
necessarily involved in all the configurations.

8.3.1 Global Results

We ran simulations using the users data and analysed the distance
between the contact points and our predictions prior to interaction. We
define the accuracy of the model as the distance between the future
contact point and the prediction. It is presented in the Table 1. Because
all of our participants were right-handed, we also display the results for
the users’ right thumb/index pads.

The prediction slope is drastically lower than the real phalanges
ones: the predictions are indeed always within the vicinity of the future
contact points. To validate this, we can notice that the 95-confidence
interval of the real positions only meets the Predictions one around 200
ms prior to contact.

We discuss ways to improve these results (e.g. increasing the model
accuracy with a longer delay) in Section 9.

8.3.2 Analysis per Manipulation

The manipulation tasks also had an impact on our model accuracy.
Indeed, the "Raise” prediction to contact distance is drastically higher
than the other ones. As the users were placing their hands below the ob-
jects to raise them, we believe the hand projections could not reach the
right contact points from the beginning. In a scenario where the users
would be free to perform any gesture, we do believe that predicting and
exploiting the task” type could help improve the prediction time (see
Section 9).

3We kept the initial properties of the colliders proposed by Oculus, however
they often lost tracking and were not following the users’ skeleton accurately. We
associated our colliders to skeleton positions, which worked well and allowed
various interactions.



8.3.3 Qualitative Feedback

Our experiment confirms that interacting with a simple avatar hand and
bare-hands interactions is fun and “natural” [69]. P1 and P6 reported
that it was fun to be allowed to perform any types of interactions with
the objects. They took advantage of the freedom that was given to them
to grasp objects in many various and unexpected ways (Figure 11). For
instance, P1 interacted with the large cube (Figure 11- a) by pushing it
with his fists. Similarly, P6 experienced holding objects through two of
her fingertips (Figure 11 - ¢,d); and was satisfied to be able to literally
move the objects with these unexpected types of grasps. All participants
interacted with both of their hands to manipulate large objects, notably
the big cube (Figure 11 - b). Five participants instinctively spoke up
during the experiments, globally reporting that ’they knew it was silly
to hold big objects with two hands, but they felt they were heavier and
had to manipulate them with both of their hands and through their ge-
ometries”. Users had a tendency of considering lots of different grasps
with medium sized objects, and changed their grasp configurations
during the same grasp trial. We believe that unencumbered bare-hands
interactions enable a large variety of movements.

The users behaviours suggest that our motivations and data collec-
tion are valid. Grasping in VR through objects’ affordances and in a
“natural” way is important for immersive experiences. We noticed a
strong correlation between the objects types, the manipulation tasks,
and the users hand configurations and grasps. We discuss how to take
advantage of it to improve our model detection time in Section 9.
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Fig. 11. Unexpected Grasps from our Data collection: (a) a user decided
to push the cube using its fists; (b) All users used at least once both their
hands to manipulate the big cube, here while raising it; (c) P6 locked the
small cylinder position by holding it between two fingertips; (d) The same
phenomenon happened with the small cube, being moved over with two
single fingers; (e) A user pushed the small cylinder with an upside-down
hand. All of these users reported they had fun moving the objects freely.

9 DiscussiIoN

In this section, we summarise our main findings, provide directions to
extend the model and discuss another usage of the model (hardware
specifications).

9.1 Main findings

The model we presented is user-independent and does not require any
parameter. Qualitatively, we show that users appreciate the opportunity
to perform any types of grasps, and take advantage of bare-hands
interactions to manipulate virtual objects in a natural manner, much
as with real-life interactions. Quantitatively, the results are promising
as our model identifies the future contact points vicinity early during
the reach-to-grasp phase, and provides a refined location (accuracy
below < 3cm) more than a second prior to interaction. It also shows
to be working with no regards to the users’ grasp configurations, the
manipulated objects or the manipulation tasks, even involving both of
the users hands (two-handed interactions).

9.2 Extending the model

As future work, we see three main directions to extend our user-
intention model.

9.2.1

Using some semantic information about the object or the task can be
used as priors to refine the predictions of the model both in terms of time
and accuracy. Indeed, the environments constrain the available users
interactions, therefore allowing the designers to add “prior probabilities”
over the different object areas. For instance, if we consider the teapot
of Figure 3, three main areas of interest are more likely to be interacted
with: its base, its handle and its top. Moreover, the base is more
likely to be interacted with the non-dominant hand while the handle
is more likely to be interacted with the dominant one. Similarly, if
an object is placed over a desktop, the probability for its bottom to
be touched would be null, as this area will be unavailable for direct
contact. Prior probabilities can therefore be added accordingly to refine
the predictions.

Using Semantic Information

9.2.2 Using Grasp types

Another promising direction is to extend our model to return the grasp
type and refine the predictions. The type of grasps can be determined
from our (or additional) mathematical features or by using a Machine
Learning algorithm. This information can potentially provide the future
number of contact points, for a multi-fingered tangible interface to
either display this exact number of physical contact points (such as
in [59]) or for a redirection to be applied per finger.

9.2.3 Coupling Between- and Within-Objects Models

Finally, our model can be coupled with other models. In particular, it
can easily be used with between-objects algorithms, in target acquisition
tasks for instance [12, 17]. Interfaces will then able to determine which
object of interest is about to be interacted with, and where within.

We can also build upon the identification of passive props using a
computer vision algorithm (such as [37]) to provide the users with their
local objects of interest.

9.3 Hardware Specifications

We currently used our user-intention model to predict the future contact
points as soon as possible so that the given system can adapt accordingly
in real time. However, we can also use our model the other way around.
Indeed, our empirical results suggest that for a given precision (e.g.
3cm), a correct prediction can be made ¢ seconds (respectively 1s)
before the contacts occur. This information can be useful, offline,
in the early stage of the design of the system to help the designers
define the hardware specifications, ie. motor speed, maximum distance
between/to the physical props, etc.

10 CONCLUSION

We presented a new model to favor the use of bare-hands interaction
in VR. The model takes as input 3D representations of the hand and a
virtual object and predict the future contact locations with an accuracy
below 3cm about 1s before the contact. The model relies on the use of
four key geometrical features that we defined and extracted from an
analysis of grasp taxonomies and reach-to-grasp behaviours. The model
is user-independent and supports two-handed interactions. Moreover, it
can be coupled with between-objects user intention prediction models,
such as the ones used for target acquisition [11, 17,20, 34] or for VR
non-deterministic scenarios [12].

Our user study also confirmed the importance and the variety of
bare-hand interactions in VR. Indeed, participants performed “natu-
ral” interactions in VR even when not requested to (e.g. holding the
large-scale objects with both hands). These results should encourage
the design of unencumbered haptic interaction techniques in VR, for in-
stance using Robotic Graphics interfaces (Figure 2-A,B) or redirection
techniques (Figure 2-C). Indeed, Haptics and VR designers can use our
model to anticipate the users grasp intentions locations in real time to
improve the control of the devices, e.g. refining the next location or
configuration of the robot, the amplitude of redirection, etc.
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